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Abstract

Learning to model how the world changes as time
elapses has proven a challenging problem for the computer
vision community. We introduce a self-supervised approach
to this problem that solves a multi-modal temporal cycle
consistency objective jointly in vision and language. This
objective requires a model to learn modality-agnostic func-
tions to predict the future and past that undo each other
when composed. We hypothesize that a model trained on
this objective will discover long-term temporal dynamics
in video. We verify this hypothesis by using the resultant
visual representations and predictive models as-is to solve
a variety of downstream tasks. Our method outperforms
state-of-the-art self-supervised video prediction methods on
future action anticipation, temporal image ordering, and
arrow-of-time classification tasks, without training on tar-
get datasets or their labels.

1. Introduction

Prediction is a central problem in computer vision which
researchers have been grappling with since the early days of
the field [10, 12, 22, 29, 34, 39, 54]. Previous deep learn-
ing methods have largely focused on predicting fixed, small
offsets into the future. To understand why this formulation
is flawed, consider Figure 1. This figure shows a frame (a)
from a video at time ¢ and three frames at times > ¢. Which
of the three should be the output of a model that predicts the
future? Option (d) is closest to the future that humans are
likely to imagine. By predicting frames such as option (b),
which occur in the immediate future [15, 16, 47, 53], we
limit the scope of temporal transitions that can be learned
by models and hurt downstream performance.

Motivated by this example, we identify three central
challenges in training a model to predict the future. First,
manually annotating videos with temporal relationships be-
tween frames is prohibitively expensive, and ground truth
may be difficult to define. Therefore, models should be
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Figure 1. Predicting the future is challenging. Given a frame (a)
at time ¢, previous work focuses on predicting frames at a fixed off-
set, such as (b). However, these frames are often either redundant
or stochastic, motivating the prediction of non-immediate futures.
Predicting such a frame is highly non-trivial, as many are irrel-
evant, such as (¢). Aided by the textual information in narrated
video, we can learn long-term temporal dynamics in video, and
predict (d). We learn these dynamics by solving a multi-modal
temporal cycle consistency problem.

able to learn from large unlabeled datasets of in-the-wild ac-
tion and discover transitions autonomously, to enable prac-
tical applications. Second, modeling the complex long-term
transitions in the real world requires learning high-level
concepts, more naturally found in abstract latent representa-
tions than raw pixels. Finally, the duration elapsed by tem-
poral transitions can vary significantly depending on con-
text, and models must be able to make predictions at varied
offsets into the future. To satisfy these desiderata, we intro-
duce a new self-supervised training objective, Multi-Modal
Temporal Cycle Consistency (MMCC), and a model that
learns a representation to solve it.

We show the MMCC objective in Figure 2. Starting from
a sampled frame in a narrated video, our model learns to at-
tend among all narration text to retrieve a relevant utterance.
Combining both modalities, the model learns a function to
predict a latent future, attending over the entire video to re-
trieve a future frame. This frame’s corresponding utterance
is estimated, and a function to predict a past frame is learned
in a similar way. The cycle constraint requires that the final
model prediction be equal to the starting frame.

MMCC addresses all three challenges discussed above.
In Figure 1, only (d) is a viable solution to our cycle formu-
lation. Selecting (c) as a future would not allow the model
to return to (a), since the two frames have no clear relation-



ship. On the other hand, because the model does not know
which modality its input comes from—and therefore must
operate equally on vision and language—it is discouraged
from selecting lower-level future frames such as (b), which
likely do not accompany a predictable change in text.

We show that our model, trained end-to-end from scratch
to solve the MMCC objective on the HowTo100M dataset
[37], captures long-term dynamics in its predictive model
of the future, and can be used without further training to an-
ticipate future actions, order image collections, and identify
salient temporal relationships in long videos. It also learns
representations of video and text that contain information
relevant to modeling temporal dynamics, which we demon-
strate to be crucial to the quality of prediction.

Our main contributions are:

e MMCGC, a self-supervised multi-modal temporal cycle
consistency objective that requires learning visual rep-
resentations attuned to temporal dynamics, as well as
long-term predictive models of the future and past.

* An attention-based model to solve this objective,
which uses cross-modal and temporal cues to discover
relationships through time in video.

* Since no previous self-supervised benchmarks exist in
this area, a suite of qualitative and quantitative tasks to
evaluate learned representations and predictive mod-
els. Our model outperforms the self-supervised SOTA
in video prediction on all tasks.

2. Related Work

Modeling the future. Building predictive models of the
future is a long-studied task in the computer vision commu-
nity. Early work considers generating or warping pixels or
optical flow to synthesize immediate futures [3, |1, 32, 41,

, 40, 54, 55, 56, 57, 64]. More recent work attempts to
model uncertainty in pixel-space, often by learning a dis-
tribution of futures that can be sampled [8, 18, 21, 27, 29,

, 51, 52, 62]. These approaches tend to focus on syn-
thetic or very short-term data, since synthesis is challeng-
ing in real video. Rather than predicting pixels, another
line of work uses supervision to predict future action la-
bels [19, 24, 28, 36, 45]. Sun et al. [49] also uses nar-
rated video, but quantizes input video using Kinetics su-
pervision, then learns a transformer-based model of vision-
and-language sequences. Instead of using supervision, Von-
drick et al. [53] predicts representations which are trained
to capture abstract concepts but are automatically obtained
on large collections of data. Recent work extends this, us-
ing contrastive learning or other techniques to predict future
representations [13, 15, 16, 47, 60]. With very few excep-
tions [21], this line of work is concerned with predicting
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scallions”
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Figure 2. Learning temporal dynamics with cycles. Given an
image (here, second from left) as a start node, our model finds
corresponding text to build a start state . From this, our model
predicts a future image and again builds a multi-modal state. Fi-
nally, our model predicts a past image from the future state. The
discrepancy between this prediction of the past and the start image
gives our . To solve this problem, we learn
the and edges using soft attention.

time £+ 1 given time ¢. This formulation is highly constrain-
ing. Our model can predict arbitrarily far into the future and
learns long-term dynamics from unlabeled, narrated video.
Learning from unlabeled narrated video. Self-
supervised learning has a long history, even dating back to
the early 1990s, where De Sa [6] considered audiovisual
data to “derive label[s] from a co-occurring input to an-
other modality”. We join an increasingly popular line of
work and leverage automatic textual transcripts extracted
from narrated videos uploaded online. Combining video
and text has been widely explored in the deep learning
era, with datasets largely focusing on manual textual an-
notation of video [2, 5, 61, 65] or on movies which have
provided scripts [43, 44]. Other work instead learns from
automatic transcripts of narrations in instructional videos
[1, 33, 63]. A main benefit of learning from unlabeled video
is that it unlocks unprecedented scales of data; Miech et al.
[37] introduces a dataset of over 100 million video clips
and their narration transcripts, which is later used to learn
strong models of cross-modal correspondence [35]. We are
inspired by their success in training vision-and-language
models on large collections of narrated video, and build on
their data and approach to learn temporal dynamics.

Learning with self-supervised cycles. Cycle consistency
was recently proposed [60] as a natural cue for learning
from unlabeled data or when ground truth is unavailable.
In Zhu et al. [67], cycles are used for unpaired image-
to-image translation; Recycle-GAN [4] builds on this in
follow-up work that incorporates simple temporal predic-



tion (one timestep into the future) into these cycles. Kulka-
i et al. [26] uses cycles to learn mappings between canon-
ical 3D surfaces and 2D images. Dwibedi et al. [9] uses
cycles to enforce that moments from two different videos
should be mutual nearest neighbors, aligning action se-
quences and learning features useful for downstream tasks.
Another line of work uses cycles to track objects through
time [20, 58], tracking a pixel forward and then backward
in time and requiring that the final pixel be the same as
the start pixel. We are inspired by all these applications
and introduce a new type of temporal cycle, one which not
only incorporates multi-modal information into its learning,
but also predicts dynamically into the future, instead of at a
fixed offset. In particular, we draw inspiration from Jabri et
al. [20], which casts temporal edges as contrastive compar-
isons (i.e., attention) among candidate nodes.

3. Learning to Cycle through Narrated Video

Our model learns long-term temporal dynamics by cy-
cling through narrated video. We formulate the cycle con-
sistency problem as follows: Given a moment M; in a start
modality M (either video V' or text T'), retrieve a corre-
sponding moment in the other modality M’, then use both
modalities to select a future moment in M. From this fu-
ture moment, find a correspondence in M’, then select a
past moment in M. For the cycle to be complete, this fi-
nal moment must be the same as the initial moment M,;.
We illustrate the cycle in Figure 2. Solving this problem
requires learning forward- and backward-in-time predictive
functions that invert each other, as well as image and sen-
tence embeddings that capture inter-modal correspondences
and temporally relevant information.

3.1. Cycles as repeated soft attention

Let V.., and T3,.+, be sequences of video and text,
respectively, drawn from some temporal interval [to,1].
These sequences can be discretized into frames {V;}1'¥| and
utterances {7;}7, where Ny, Ny are the number of in-
stances the sequence is split into. We refer to each instance
as a node, which allows viewing the training goal as learn-
ing a cyclic path through a graph, as depicted in Figure 2.

In order to differentiate through the cycle generation pro-
cess, let uv be an edge in the graph shown in Figure 2. We
implement edges as soft retrievals of v given u, as shown in
Figure 3. This soft retrieval operation can be viewed as an
application of the well-known attention mechanism [50].

We start by running all visual and textual nodes through
embedding networks &1 and ®y initialized with random
weights. We use the architecture from [35] for embedding
text nodes and a ResNet-18 [17] for visual nodes. This op-
eration yields series of embeddings {2y, } " and {27, } 1'%,

We then compute the cycle edges, where each edge is
an instance of soft attention as described above. The atten-
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Figure 3. Structure of a cycle edge: We learn to embed all visual
and textual nodes with @y and 7. We then compute the
corresponding to the start node with attention across

the other modality. Both node representations are passed into an
MLP gfwa © f, which using attention across
the start modality. The process is then repeated to

, replacing grwa With gpack. Our loss trains the model’s final
output to close the cycle by predicting the start node.

tion operation Attn(Q, K, V') accepts sets of query, key,
and value vectors Q € RNexd [V ¢ RNxxd and re-
turns a set of new values Z € RNVexd, computed (with 7-
temperature softmax along the second dimension) as

T
Z = Attn (Q, K, V) = Softmax <QIT{> V. @)

To cycle through narrated video, we first select a modal-
ity M € {T,V} and a start node M,, € M;,.:; (we de-
scribe the process for selecting M,, in Section 3.3). We find
the representation of the corresponding node in the other
modality M’ with a cross-modal attention edge:

ZM& = Attl’l (77]\/ja7 {FN[{}ZA{, , {ZM;}Z\Q{/> . (23.)

We learn to project representations z into a shared semantic
space, using a modality-specific projector II; : R — R¢
that outputs vectors 7. For notational convenience, we de-
note by Attn,,.,, the same attention operation which con-

siders keys (and values) at indices {ng,...,n1}. In this
notation we can rewrite the above as:
zmy, = Attnyy,, (Tar,, {7} {ZM;}) . (2b)

The representations from both modalities are concate-
nated and run through a multi-layer perceptron f : R?? —
R®. This operation yields zo = f(za,, 2, ), embedding
the joint information back into the shared semantic space.
This choice also allows us to train our temporal edges with-
out cross-modal information and accept input from only one



modality with some probability pynimodals Since @y and @1
also map to z-space, in R%.

Our model must now go from this multi-modal state rep-
resentation z, to a future state representation zg. First, we
predict an estimated representation of the future in projec-
tion (m) space, with an MLP gg,q. We then retrieve the
node in modality M corresponding to this future state with
a forward-in-time attention edge:

ZMﬁ - AttnltN}v[ (ngd(Zoz)7 {71.]\11}7 {ZML}) . (3)

It is important to note that attention is order-invariant in K
and V, i.e. shuffling rows of K and V yields the same out-
put Z, since the individual matrix-row multiplications are
agnostic to row index. This means that, importantly, the
model is not given temporal information about input nodes,
which could be used as a shortcut in learning”. We then
retrieve the corresponding node in M’, z M} with another
cross-modal edge, projecting queries and keys into 7-space:

zmy = Attnyy,, (maay, {maar }s {2 }) - 4

As before, these vectors are combined to yield a future state
representation zg = f(2nz,, zMé).

This process is repeated to predict backward in time. We
compute gpack(23), Where gpack shares its first few layers
with ggwg to allow learning features useful for dynamics in
either direction (see Section 3.5 for more details). To close
the cycle, we compute the normalized similarity scores be-
tween ghack (23) and the 7-space nodes in M:

pP= Attnl:NM (gback(zﬁ)a {TrMi}v {1}) . (5)

We train our system with the negative log likelihood loss on
the score vector cycling back to the location of M, which
we denote i.,:

Ecycle = - log p(la) (6)

3.2. Cross-modal correspondence

A key component of our cycle model is the ability to find
correspondences between vision and language. Egs. 2b and
4 crucially rely on this ability in order to incorporate multi-
modal information into temporal edges. Recent work has
demonstrated remarkable progress in training models on
massive datasets for this cross-modal retrieval task: given
a moment at time ¢ in one modality of a video - M, - find
the matching moment in the other modality M.

We build on the approach presented in [35] which uses
a contrastive loss to train representations of vision and lan-
guage, where temporally co-occurring information is con-
sidered ground truth (M should retrieve M), and other
vision-language pairs are used as negatives. To handle the

2E.g., the model could cycle by selecting the node it knows is at t 4 1
ort — 1.

common misalignment intrinsic to real-world video, [35] al-
lows for representations within k£ nodes of the ground truth
node M] to be considered as positives. We adopt this ap-
proach to learn cross-modal correspondence, training it for
finer-grained discrimination among a set of candidate mo-
ments drawn from the same video as opposed to randomly
across the entire dataset. We denote the loss used to train
cross-modal correspondence L oss-modal- FOr the full cross-
modal formulation, please see Supplementary Material.

3.3. Starting the cycle

Our model will be unable to learn semantic transitions
between states if the initial input node depicts noisy or un-
clear data. This is especially probable when training on un-
constrained, real-world video datasets. Therefore, instead
of randomly sampling start nodes, we sample from a distri-
bution defined by a “concreteness” score s;. We calculate
this score for each node M; € M as the highest cross-
modal similarity between M; and some node M ]’ in the
other modality. Intuitively, this score captures concreteness
since frames and utterances that align strongly tend to con-
tain objects or actions which are salient in both modalities:

§; = max <7TM7‘, . 7rMJ/_) @)
J

We run the above scores through a softmax with 7 = 0.1,
yielding a distribution from which we sample M,,.

3.4. Avoiding collapse

Training on the above formulation of L.y in practice
may lead to fast collapse to a simple “looping in place” so-
lution, where temporal edges always point to the current
node. We propose two strategies to prevent this collapse:
Constraining candidate nodes. We can limit the range of
temporal edges during training by removing nodes from K
and V in Eqs. 3 and 5. We rewrite Eq. 3 with Attn;_1.n,,,
i.e., since we know the index the cycle starts from, we can
consider only those nodes after the start point in the forward
edge. We similarly rewrite Eq. 5 with Attnlzindex(zMﬁ )—1>
where index(znr,) = arg max; (grwa(2a) - s, ), i.e., the
index of the node with highest similarity to the latent pre-
dicted future. This constrains the backward edge to only
consider nodes that precede the estimated current index.
This can also be seen as resolving the sign ambiguity in-
herent to the unconstrained formulation which allows the
model to go back-then-forward or vice versa. Importantly,
we run the model without this constraint at test time.
Penalizing visual similarity. Alternatively, we can encour-
age our model to select visually diverse nodes in its tempo-
ral edges:

Lm = max (cos(zva L 2V,) — M, 0) (®)

+ max (COS(ZVﬁ ) ZVa,back) —m, 0) 5



where zvy, .., is the visual representation given by Eq. 5,
replacing the values with {z,, }, and m = 0.5 is a margin.

In practice, we combine both the above strategies for the
strongest results.

3.5. Implementation

We combine Lycie, Leross-modal> and Lgim in our final loss:
L= )\lﬁcycle + )\2£cross—modal + )\S»Csim~ (9)

We embed images into R? (d = 512) using a ResNet-
18 [17], and embed text using a word embedding matrix
followed an MLP and global pooling, as in [35].

We implement all modules (ITpz, f, gtwd> Joack) a8 MLPs,
where each layer is followed by ReLLU and a LayerNorm
except for the final layer, which is followed by /o normal-
ization if its output is in 7-space. II; and f are one-layer
MLPs, and grwd, gvack are four-layer MLPs, with weights of
the first two layers shared. We randomly sample batches of
video segments of maximum duration t; —ty = 64sec. The
sparsity at which data is sampled affects the time elapsed
by input videos in a batch as well as the granularity of vi-
sual information provided to the model. Denser data is less
likely to miss key moments, but more likely to contain re-
dundant information. We therefore train models on various
image sampling frame rates r € {0.25fps, 0.5fps, 1fps}.

Because good cross-modal correspondence is necessary
to learn strong, semantic cycles, we initialize Ay = 1 and
exponentially increase A\; from some small value € up to 1,
across 30 epochs. We peg A3 = 3)\; when using the simi-
larity loss. For further details on training and architecture,
please see Supplementary Material.

4. Experiments

This sections examines the design choices and learned
temporal dynamics of our model. Since most previous
benchmarks focus on supervised action anticipation with
fixed categories and time offsets [5, 25], we design a suite
of qualitative and quantitative experiments to evaluate dif-
ferent approaches.

4.1. Data

We train our model on unconstrained real-world video
data. Specifically, we use a subset of the HowTol00M
dataset [37], which contains around 1.23 million videos and
their automatically extracted audio transcripts. Videos in
this dataset are roughly categorized by subject area, and we
use only the videos categorized “Recipe”, around a quarter
of the dataset. We build a train-validation-test split such that
of 338,033 total recipe videos, 80% are in train, 15% in val-
idation, and 5% in test. Recipe videos are rich in complex
objects, actions, and state transitions, and the subset allows
us to train models faster.

For more controlled testing, we use the CrossTask
dataset [68], which contains similar videos along with task-
specific annotations. Videos are associated with tasks (e.g.,
“making pancakes”), where each task has a predefined se-
quence of high-level subtasks with rich long-term temporal
inter-dependencies (e.g., [“pour flour into bowl”, “crack egg
into bowl”, ..., “drizzle maple syrup”]). Video segments that
depict one of these subtasks are annotated as such.

4.2. Previous work and baselines

Baselines: We evaluate purely cross-modal features (Sec-
tion 3.2), given by frozen embedding nets ¥y, Y7, and
also use these features as prediction targets for RA and TAP
below. We also study ImageNet supervised features [7].

Representation Anticipation (RA): As a representative of
the self-supervised line of work in predicting a fixed off-
set into the future, we implement RA [53] on our data and
architecture, training a model to predict frozen representa-
tions of a network trained for cross-modal correspondence.
In vision, we train the network to anticipate one second into
the future, while in text, we anticipate the subsequent utter-
ance (on average, ~2 seconds into the future). We train:

arg min — cos (fryr (@ (M), Uar (Mig1)), (10)

v, Pr, fr1

Time-Agnostic Prediction (TAP): Noting the restrictive
nature of the fixed offset formulation, TAP [2 1] introduces
the minimum-across-time formulation to allow the predic-
tion of “bottleneck” predictable moments. We implement
their loss, taking the minimum across all future moments in
the sampled video segment:

arg min  min
Dy, B, frp1 (<PSNm

—cos (fer-a(Par (M;)), Vo (Mir)) -
(11)
While the above two models do not consider the exact same
setting as us, we re-implement their approaches as faithfully
as possible, training them to predict SOTA features trained
for cross-modal correspondence.
MemDPC: In order to efficiently model multiple future hy-
potheses, MemDPC [16] casts future prediction as estima-
tion of convex combinations of memories stored in a code-
book, and achieves SOTA performance on tasks of interest.
We evaluate their trained visual future prediction model,
which does not take textual information as input.

4.3. Evaluating cycle consistency

Central to our formulation is the model’s ability to learn
dynamic predictions of the future and past that undo each
other, as well as finding strong cross-modal correspon-
dences. Thus, we begin by evaluating how well different
model variants are able to solve our self-supervised ob-
jective on the Recipes test set. We ablate various design



. . Percentile rank
Choice Variant Cycle Cross-modal
Temporal constraint ~ None* - -

Similarity loss 93.1 74.4
Max-index 92.6 74.3
Max-index + sim. loss 93.6 75.7
Multi-modal info. Punimodal = 1 89.8 74.3
Punimodal = 0.5 93.6 75.7
Punimodal = 0 96.5 75.9
Start point selection ~ Cross-modal similarity | 93.6 75.7
Random 88.7 74.5
Input embedding Fine-tuned 93.6 75.7
Frozen cross-modal [35] 67.5 76.8
Cycle path Within modalities 93.6 75.7
Across modalities 85.0 73.2
Chance | 50.0 50.0

Table 1. Cycle-back and cross-model accuracy: We evaluate
models on the percentile rank assigned to ground truth in the cycle
and cross-modal tasks on the Recipes test set (100 = ground truth
ranked first, O = ranked last). Used options are shown in bold.
*Without any temporal constraint, training collapses.

choices, including multi-modal information usage, cycle
edge order, and temporal constraints on edges.
Multi-modal information: As an alternative to defining
the state as a learned combination of visual and textual rep-
resentations zo, = f(2m,a,2M’,a), We can use only one
modality at a time, giving z, = 2. The frequency at
which only unimodal information is used can be controlled
by a hyperparameter punimodal-

Cycle path: The above formulation navigates between mo-
ments in the start modality M, optionally using information
from M’ to augment representations. We denote this vari-
ant Within modalities. The order of these edges can also
be permuted, such that cycles start in M, retrieve a moment
in M’, find a future moment in M’, then cycle back through
M. This variant is denoted Across modalities.

Evaluating variants: To compare between different vari-
ants, we measure the average percentile rank (e.g. 100
ground truth is ranked first among all candidates, 50
ranked in the middle, 0 = ranked last) assigned by our model
to ground truth cross-modal and cycle nodes. We show this
ablation study in Table 1, observing significant gains us-
ing our cycle configuration. We hypothesize that across-
modality cycles perform worse since switching modalities
acts as a bottleneck, forcing the model to discard informa-
tion that would be useful for subsequent edges.
Visualizing cycles: We show examples of cycles discov-
ered by the trained model in Figure 4. Our model correctly
cycles back around 66% of the time (chance is 4%). The
model appears to traverse video according to long-term dy-
namics, as hypothesized. Note that these transitions occur
up to one minute apart, highlighting the importance of al-
lowing dynamic prediction offsets.

Start node Cross-modal Forwardnode Cross-modal Backward node

“knead the dough
until slightly sticky”

“place dough in
lightly greased bowl”

“knead the dough
until slightly sticky”

“get the pan hot,
adding oil”

“get the pan hot,
adding oil”

“cook until onions
are translucent”

“pour into graham
cracker crust”

“place strawberries
half inch from edge”

“pour into graham
cracker crust”

“spoon the batter
into the loaf”

“bake until toothpick
comes out clean”

“add the diced
tomatoes”

i‘ -
“cream butter in : o]
alarge bow!” »

Figure 4. Emergent long-term temporal dynamics: We show
examples of learned model cycles in the Recipes test set. Given
a start node (top: text, bottom: image) sampled as described in
Section 3.3, we show the retrieved cross-modal node, the predicted
future node and its cross-modal retrieval, and the model’s final
backward prediction. In the bottom row, we show a failure case,
where the forward edge skips too far ahead and breaks the cycle.

“give it a quick stir §’
to combine”

“scoop batter
into liners”

4.4. Zero-shot prediction

Ranking transitions by likelihood: To directly evaluate
the learned representations 7 and functions ggyq and gpack,
we can visualize the pairs of frames (u,v) for which the
probability of v being the future of u is highest. We model
this probability as the product of the likelihood of states u
and v and the forward and backward likelihood of u — v:

eﬂ'fwd'ﬂ"u

Phva(vu) = S g e (12)
67Tback'7ru

Pback(u|v) =

ZmGM @Toack* TT'm ’

P(u = v) = Prya(v|u) - Poack(u|v) - P(u) - P(v),

where Ty, Thack are the result of running u and v (option-
ally with cross-modal information) through ggywd, gback and
P(z) is the concreteness score defined in Equation 7.

We compute this probability efficiently for all n? pairs
in long clips of continuously sampled video (n ~ 600). We
then look at the top temporal transitions discovered by the
model in each video. We show results on the Recipes test
set in Figure 5. The top transitions show clear state transi-



Figure 5. Discovering transitions in video: Once trained, the
learned model of temporal dynamics can be applied to long (5-
10 min.) video sequences to discover the most salient pairwise
transitions v — v. We compute the probability of a transition
as defined in Eq. 12 and show the highest-score transitions in 10
different Recipes test set videos.

tions such as adding chocolate chips to dough, segmenting
an orange, and baking a loaf. These predictions could not
be made by a model trained to predict a fixed future, since
they occur at varied temporal offsets.

Predicting future actions: Existing benchmarks e.g. [5,
] focus on predicting action from a few frames in the im-
mediate past or present. Instead, given a few frames, we
wish to predict long-term temporal dynamics, which may
unfold arbitrarily far into the future. While the former task
is more well-defined, the latter is more interesting and rel-
evant. However, ground truth for this task — i.e., per-frame
annotation of related future action — is not widely available.
We propose using CrossTask task steps as a proxy, since
they capture long-term temporal relationships in video.

For a video V belonging to task 7 (with N, predefined
subtasks), let v € V' be a clip with subtask label T’ ; (@M in
the predefined sequence). We would like to predict future
actions Tryure = {I7rj }j\; 41 from v. For example, given
a short clip of eggs being added to a bowl with flour, the
model should assign high likelihoods to subtasks such as
“mix batter” and low likelihoods to “crack eggs™ or “sea-
son steak”. Formally, we define a future likelihood score
given a video segment v and candidate future subtask T};.
We first sample frames from the video segment and com-
pute their average embedding Z,. The likelihood score uses
our learned representations and predictive model to define a

Recall Percentile rank
@1 @5 @10 | Worst Mean Best

MemDPC* [16] 29 158 274 25.6 484 714
Cross-modal [35] | 29 142 243 28.2 479 68.2
Repr. Ant. [53] 30 133  26.0 25.7 477 714
TAP [21] 45 17.1 279 28.3 50.1 71.6
MMCC (ours) 54 199 338 33.0 55.0 769

Model

Table 2. Predicting future actions: We evaluate models’ ability
to anticipate action at a high level, potentially minutes into the
future, without any fine-tuning. On the CrossTask dataset [65],
our model outperforms the previous self-supervised state of the art
in inferring possible future actions. *We evaluate MemDPC by
clip retrieval since it does not have a textual representation.

score 5,5 = grwd(Zv) - 1, We compute likelihood scores
for all subtask descriptions in the CrossTask validation set,
and consider the model’s prediction correct if any of the
future actions in Ty are predicted, since not all future
subtasks are necessarily related to the given visual state.
Table 2 shows recall and percentile rank statistics for this
task. We compare our model to [16, 21, 53], replacing ggwq
with each method’s predictive model. Since [16] is vision-
only, we set 7, to the average visual representation of all
video segments with a given subtask label 7};. We also de-
fine a cross-modal similarity score s,—,; = 7, - T, as a
strong baseline, taking advantage of contextual similarities
in video and text. Our model outperforms all baselines and
self-supervised state of the art on detecting the temporal re-
lationships between visual states and future actions.

4.5. Further analysis

Unshuffling bags of frames: The ability to order a shuf-
fled set of states is used to evaluate human language and
common-sense reasoning skills, and has been explored as a
learning signal in NLP [14, 30, 31]. This same ability can
also be used to discover temporal structure and summaries
of events from large image datasets, as in [23]. We solve
this problem by finding the optimal explanation of shuffled
video given by iterative application of our temporal dynam-
ics model. Out of all n! possible orderings {i1,i2,...,in},
we select the one for which [, P(x;; — @i;+1) is highest.

Given P(u — v) scores computed by Eq. 12, we in-
duce a fully-connected directed graph with sampled frames
as nodes and edge weights given by weight(ubt) =
—log P(u — v). Adding a special null node connected
to all other nodes with edge weight O allows running this
graph through an off-the-shelf traveling salesperson prob-
lem (TSP) solver’. The optimal TSP solution then repre-
sents the lowest-cost (ordered) path through all video clips,
effectively unshuffling the input.

We run this experiment on CrossTask, where videos are
annotated with ordered steps and their associated temporal

3https://pypi.org/project/elkai/



Figure 6. Unshuffling image collections: We show example video
sequences in the ordering given by treating the induced graph of
log-likelihoods as an instance of the traveling salesperson prob-
lem. We list the ground truth index in the sequence under each
clip. Even accepting only sparse video frames as input, our model
makes reasonable predictions on this challenging task.

Model ‘ Kendall’s 7 (1) Spearman’s p (1) Edit dist. (])
Chance ‘ 0.0000 0.0000 6.5822
Repr. Ant. [54] 0.3383 0.4132 5.4596
MemDPC [16] 0.3492 0.4206 5.3398
TAP [21] 0.3344 0.4107 54178
MMCC (ours) 0.3632 0.4420 5.3343
MMCC (vision only) 0.3530 0.4328 5.3370

Table 3. Unshuffling image collections: As defined in Eq. 12,
log P(u — v) gives a log-likelihood score of v being the future
state of u. These scores induce a graph which is optimally tra-
versed using a TSP solver. Each model above defines a different
P and is applied to shuffled videos from the Recipes test set. Our
model outperforms previous state of the art on all metrics.

segments. We treat each segment as a node by computing its
average visual representation, as before. We then use these
representations to find P(u — v) scores between labeled
segments and solve an optimal path. We run this experiment
both in vision only (by passing projected visual representa-
tions directly into g in Eq. 12) as well as with ground truth
vision-text pairings, and show results in Table 3. We show
example predicted orderings in Figure 6. Again, we can
replace ggyq With the future prediction model in other meth-
ods and run the same algorithm. Our model outperforms
previous work on all evaluation metrics.

Discovering the arrow of time: To further examine
whether our model has learned to discover meaningful tran-
sitions between states, we explore the arrow of time classifi-
cation task, introduced in [38, 40, 59]. In [59], a network is

Sampling strategy
Rand Cossim TAP RA Model | Avg

Random 504 507 513 514 512 [51.0
% ImageNet 51.5 52.1 50.8 509 534 |51.7
£ Cross-modal | 526 533 509 50.6 558 |52.6
§ Repr Ant. [53]| 507 514 512 512 517 |512
= TAP[2]] 508 514 514 513 518 |513
MMCC (ours) | 523 534 505 50.7 69.2 |552
Average | 514 520 510 510 555 |522
Chance 500 500 500 50.0 50.0 |50.0

From scratch 51.1 52.1 51.8 514 625 |538

Table 4. Learning the arrow of time: We train a linear layer on
frozen features as well as a full model from scratch (last row) to
detect which of two input frames comes first. This task is near-
impossible when sampling random frames. Using our temporal
model to sample frames leads to a significant improvement in per-
formance, indicating that our model can identify salient transitions
in video. Our visual embedding also outperforms other models,
highlighting the importance of temporally-attuned representations.

trained on short videos (on the order of seconds) to predict
whether input is being played forward or backward.

We consider the more challenging task of predicting the
temporal relationship between two far-apart input frames
— which one comes first? For frames which depict unre-
lated moments, this task is perhaps near-impossible, even
for humans. But if frames show semantically related states,
the direction of likely transition provides a useful signal for
solving the arrow-of-time task.

We train linear classifiers on top of frozen features as
well as a full network from scratch to solve the arrow of
time task on randomly shuffled pairs of frames. We sam-
ple pairs of frames using our learned predictive model by
selecting the highest-probability futures of start frames se-
lected with the concreteness prior (Eq. 7). We demonstrate
in Table 4 that the temporal ordering of frames mined by our
model is much more classifiable than that of frames sam-
pled using predictive models in previous work. Further, our
learned features are much more able to classify a given pair
of frames, since they must capture temporal information in
training. This confirms that a strong understanding of dy-
namics that emerges from the cycle consistency task.

5. Conclusion

We introduce a self-supervised method to learn temporal
dynamics by cycling through narrated video. Despite the
simplicity of our architecture, our model is able to discover
long-term state transitions in vision and language. We show
that this model can be applied without further training to
challenging downstream tasks such as anticipating far-away
action and ordering collections of image data.
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